Unit 5: Numerical Solutions of ODEs

Topic: Error Analysisin Numerical ODE Solutions

Introduction

Numerical methods are used to approximate solutions to Ordinary Differential Equations (ODES)
when analytical solutions are difficult or impossible to obtain. While these methods offer
practical solutions, they introduce errors due to approximation and computational limitations.
Understanding and analyzing these errors is crucial to ensure the accuracy, stability, and
convergence of the methods.

This topic focuses on different types of errors that occur in numerical ODE solutions, how they
propagate, and techniques to analyze and control them.

5.X Error Analysis in Numerical ODE Solutions

5.X.1 Types of Errors
There are mainly three types of errors in numerical methods for solving ODEs:
1. Round-off Error:

o Occurs dueto finite precision in computer arithmetic.
o Example: Storing numbers like 7 or V2 in finite decimal places.
2. Truncation Error:

o Results from approximating aninfinite process by a finite one.
o Arises when Taylor series or other expansions are truncated.

o Two types:

= Local Truncation Error (LTE): Error introduced in a single step.
= Global Truncation Error (GTE): Accumulated error over all steps.

3. Discretization Error:

o The error due to replacing a continuous problem by a discrete one.
o Includes both truncation and round-off errors.

5.X.2 Local Truncation Error (LTE)
o Defined asthe error made in a single step of a numerical method.



e For example, in Euler’s method:
Yn+1 = Y+ Rf (X )
The LTE is:
LTE, = y(Xp41) = Y
where y(x,,,,) isthe exactvalue and y,, . ; is the numerical value.
e Orderof LTE:

o For Euler’s method, LTE is O (h?)
o For Runge-Kutta methods of order 4, LTE is O(h®)

5.X.3 Global Truncation Error (GTE)
e Cumulative effect of LTE over all integration steps.

e If N steps are used, then:

(b —a)
h

GTE=N -LTE = . 0(hP) = O(hP~Y)

where p is the order of the method.

e Example:

o For Euler’s method (p = 1): GTE is O (h)
o ForRK4 (p =4): GTE is 0 (h")

5.X.4 Order of a Method
e The order of a numerical method is defined by how the error decreases as the step size
h decreases.

e If a method has order p, then:

Error «< h?

e Higher-order methods generally provide more accurate results for a given step size.

5.X.5 Stability and Convergence
e Stability: Concerns how errors (round-off, truncation) behave as the method
progresses.

o A method is stable if small perturbations do not lead to diverging solutions.



e Convergence: A method is convergent if the numerical solution approaches the exact
solution as h — 0.

e Lax Equivalence Theorem:

o For linear problems, consistency + stability = convergence.

5.X.6 Consistency
e A numerical method is consistent if the local truncation error goes to zeroas h — 0.

e Formally:

I LTE 0
R0 h
e Consistency ensures that the discretized equation approximates the original differential

equation.

5.X.7 Error Control Techniques
To ensure reliable results, error control is essential. Some common strategies include:
1. Adaptive Step Size Control:

o Dynamically adjust the step size h based on error estimates.
o Smaller steps are used in regions of rapid change.
o Example: Runge-Kutta-Fehlberg method (RKF45).

2. Richardson Extrapolation:

o Used to improve the accuracy of a numerical method by combining solutions
with different step sizes.

o Formula:

_ 2Py(h/2) —y(h)
a 2P — 1

3. Embedded Methods:

o Pairs of Runge-Kutta methods of different orders are used simultaneously to
estimate error.

5.X.8 Practical Considerations in Error Analysis

e Choice of Method: Based on the required accuracy and available computational
resources.



e Step Size: Smaller step sizes reduce truncation error but increase round-off error.
e Floating Point Arithmetic: Limit precision, especially for stiff ODEs.

Summary

Error analysis in numerical ODE solutions is critical to understanding the limitations and
accuracy of numerical methods. Three main types of errors—round-off, truncation, and
discretization—affect results. Methods such as Euler’s and Runge-Kutta come with predictable
error behaviors, analyzed through local and global truncation errors.

Key aspects include:

e Local vs. global errors

e Order of the method

e Stability and convergence criteria

e Error control techniques like adaptive step size and Richardson extrapolation

By carefully analyzing and controlling errors, we can obtain numerical solutions that are both
efficient and reliable for practical engineering and scientific problems.




